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Rank Correlation (5 pages; 23/8/19) 

(1) Formula 

(1.1) The 𝑥 and 𝑦 coordinates of each data point (of 𝑛 points) are 

replaced by their 𝑥 and 𝑦 ranks (where the smallest coordinate 

can be given either rank 1 or 𝑛, provided that the other 

coordinate is ranked in the same order). If the (𝑥𝑖 , 𝑦𝑖) are now 

pairs of ranks, and 𝑑𝑖 = 𝑥𝑖 − 𝑦𝑖 , then  

Spearman's coefficient of rank correlation (𝑟𝑠) is defined as 

𝑟𝑠 = 1 – 
6 ∑ 𝑑𝑖

2

(𝑛−1)𝑛(𝑛+1)
= 1 −

6 ∑ 𝑑𝑖
2

𝑛(𝑛2−1)
  

If the plotted ranks give rise to a strictly increasing or decreasing 

curve, then  𝑟𝑠  will be 1 or –1. 

 

(1.2) In fact, the Spearman formula 𝑟𝑠 = 1 −
6 ∑ 𝑑𝑖

2

𝑛(𝑛2−1)
 is just a 

rearrangement of the Pearson formula 
𝑆𝑥𝑦

√𝑆𝑥𝑥𝑆𝑦𝑦
  when the data 

items are ranks, and so it is possible (though usually more 

complicated) to use the Pearson formula instead. 

However, because in the case of ranked data there is no 

assumption of a bivariate Normal distribution, different tables 

apply. 

Proof 

𝑆𝑥𝑥 = ∑ 𝑥𝑖
2 −

(∑ 𝑥𝑖)2

𝑛
  

As the 𝑥𝑖 are just the numbers  1 to 𝑛 in some order, 

∑ 𝑥𝑖
2 =

𝑛

6
(𝑛 + 1)(2𝑛 + 1)   and   ∑ 𝑥𝑖 =

𝑛

2
(𝑛 + 1) 

and so   𝑆𝑥𝑥 =
𝑛

6
(𝑛 + 1)(2𝑛 + 1) −

𝑛(𝑛+1)2

4
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By the same reasoning,  𝑆𝑦𝑦 will also have this value, 

so the denominator of  𝑟 is 

𝑛

6
(𝑛 + 1)(2𝑛 + 1) −

𝑛(𝑛+1)2

4
=

𝑛

12
(𝑛 + 1){4𝑛 + 2 − (3𝑛 + 3)}  

=
𝑛

12
(𝑛 + 1)(𝑛 − 1)  

Then  𝑆𝑥𝑦 = ∑ 𝑥𝑖𝑦𝑖 −
(∑ 𝑥𝑖) (∑ 𝑦𝑖) 

𝑛
 

Now   ∑ 𝑑𝑖
2 = ∑(𝑥𝑖 − 𝑦𝑖)2 = (∑ 𝑥𝑖

2) + (∑ 𝑦𝑖
2) − 2 ∑ 𝑥𝑖𝑦𝑖  , 

so that   ∑ 𝑥𝑖𝑦𝑖 =
(∑ 𝑥𝑖

2)+(∑ 𝑦𝑖
2)−∑ 𝑑𝑖

2

2
 

=
1

2
 {2.

𝑛

6
(𝑛 + 1)(2𝑛 + 1) −  ∑ 𝑑𝑖

2}  

Hence   𝑆𝑥𝑦 =
𝑛

6
(𝑛 + 1)(2𝑛 + 1) −  

1

2
∑ 𝑑𝑖

2 −
(

𝑛

2
(𝑛+1))

2

𝑛
 

=
𝑛

12
(𝑛 + 1){4𝑛 + 2 − (3𝑛 + 3)} −  

1

2
∑ 𝑑𝑖

2  

=
𝑛

12
(𝑛 + 1)(𝑛 − 1) −  

1

2
∑ 𝑑𝑖

2  

and  𝑟 =
𝑛

12
(𝑛+1)(𝑛−1)− 

1

2
∑ 𝑑𝑖

2

𝑛

12
(𝑛+1)(𝑛−1)

= 1 −
6 ∑ 𝑑𝑖

2

𝑛(𝑛2−1)
    

 

(2) Use of the rank correlation coefficient 

(2.1) It can be applied when the underlying data doesn't have a 

bivariate Normal distribution.  

(2.2) The association of the underlying data need not be linear, 

but it should be a 'monotonic relationship'; ie increasing or 

decreasing. 
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(2.3) For some data, only ranks may be available (or they are 

easier to obtain); eg the positions awarded by judges in a 

competition. 

(2.4) If the underlying data is available, and the conditions for 

PMCC are satisfied, then the PMCC provides a better test, as 

otherwise information is lost in converting to ranks. 

(2.5) The formula isn't strictly applicable if any ranks are tied; 

however, it will be approximately correct if only a few ranks are 

tied. 

 

(3) Hypothesis Tests 

(3.1) Critical values for 𝑟𝑠 are slightly different from those for 𝑟 

(because of the different assumptions regarding the bivariate 

Normal distribution). 
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(3.2) Critical Values for 𝑟𝑠: 
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Critical Values for 𝑟, for comparison: 

 

 

 

 


