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Normal Distribution (9 pages; 21/2/17) 

(1) The Normal distribution has a continuous, bell-shaped curve, 

often associated with naturally-occurring phenomena. 

Example 

Let 𝑋 be the height (in cm) of an adult male in the UK. 

Then, for the sake of argument, we will suppose that 

𝑋~𝑁(174, 49) , so that  𝐸(𝑋) = 174  and 𝑉𝑎𝑟(𝑋) = 49 

 

(The approximate %s shown will be justified later on.) 

 

(2) If 𝑋~𝑁(𝜇, 𝜎2),  then the probability density function (pdf) of 𝑋 

is  𝜙(𝑥) =
1

𝜎√2𝜋
𝑒−

1

2
(

𝑥−𝜇

𝜎
)2

  ; −∞ < 𝑥 < ∞ 

Its cumulative distribution function is given by: 

𝛷(𝑎) = 𝑃(𝑋 < 𝑎) = ∫ 𝜙(𝑥)𝑑𝑥
𝑎

−∞
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Notes 

(i) There is no exact method for carrying out the integration for 

𝛷(𝑎), which has to determined approximately. (See "Maclaurin 

Expansions - Exercises") 

(ii) ∫ 𝜙(𝑥)𝑑𝑥
∞

−∞
= 1 

(iii) ∫ 𝜙(𝑥)𝑑𝑥
𝜇

−∞
= 0.5, as the Normal distribution is symmetric 

about the mean; ie 𝐸(𝑋) 

(iv) The height of the curve and the thickness of the tails will be 

determined by the variance.  

(v) It can be shown that 1 standard deviation to either side of the 

mean corresponds to the point of inflexion of the curve (ie the 

turning point of the gradient). [See "Statistics Exercises"] 

 

(3) It isn't feasible (or necessary) to have tables for combinations 

of  𝜇 & 𝜎2. Instead a transformation can be made to the 

'standardised Normal' distribution, 𝑍~𝑁(0,1), as follows: 

Example  

Suppose that the heights, 𝑋 (in cm) of adult males in the UK are 

distributed 𝑁(174, 49). 

To find 𝑃(𝑋 < 178): 

𝑃(𝑋 < 178) = 𝑃
𝑋−174

7
<

178−174

7
) = 𝑃(𝑍 < 0.571)  

Thus, 𝑍 is obtained (from any Normal distribution) by first of all 

shifting the distribution, so that it is centred on a mean of 0, and 

then applying a scaling factor, so that the standard deviation 

becomes 1. 

From the Normal tables (see Appendix), 
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𝑃(𝑋 < 178)) = 𝑃(𝑍 < 0.571) = 0.7157 + 0.0003  

= 0.7160 = 0.716 (3sf) 

 

Also, 𝑃(𝑋 < 170) = 𝑃
𝑋−174

7
<

170−174

7
) = 𝑃(𝑍 < −0.571) 

= 1 − 𝑃(𝑍 < 0.571) = 1 − 0.7160 = 0.2840 = 0.284 (3sf) 

 

 

 

 

 

 

 

 

 

(4) Example (cont'd) 

𝑃(165 < 𝑋 < 185) = 𝑃(𝑋 < 185) − 𝑃(𝑋 < 165)  

𝑃(𝑋 < 185) = 𝑃
𝑋−174

7
<

185−174

7
) = 𝑃(𝑍 < 1.571)  

= 0.9419  

𝑃(𝑋 < 165) = 𝑃
𝑋−174

7
<

165−174

7
) = 𝑃(𝑍 < −1.286)  

= 1 − 𝑃(𝑍 < 1.286)  

[by the symmetry of the curve, and the fact that the total area 

under the curve is 1] 
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= 1 − 0.9008 = 0.0992  

Hence 𝑃(165 < 𝑋 < 185) = 0.9419 − 0.0992 

= 0.8427 = 0.843  (3sf) 

 

(5) Inverse Normal Table 

𝛷(𝑧) = 𝑃(𝑍 < 𝑧) = 𝑝 (say) 

so that  𝑧 = 𝛷−1(𝑝) 

eg  𝛷(1) = 𝑃(𝑍 < 1) = 0.8413  𝑎𝑛𝑑 𝛷−1(0.841) = 0.9986   

(unfortunately the table is limited to 3dp for 𝑝; hence the 

discrepancy between 0.9986 and 1) 

See Appendix for the table for 𝛷−1(𝑝). 

 

(6) Useful figures 

𝑃(𝑍 > 1) = 0.16  (2sf) 

𝑃(𝑍 > 2) = 0.023  (2sf) 

𝑃(𝑍 > 3) = 0.0013  (2sf) 

𝑃(𝑍 > 1.645) = 0.05  

𝑃(𝑍 > 1.96) = 0.025  

𝑃(𝑍 > 2.326) = 0.01  

𝑃(𝑍 > 2.576) = 0.005  

 

Note: As 𝑃(𝑍 > 1) = 0.16; ie approximately 16% of the area 

under the standardised Normal curve lies to the right of 1, which  
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is one standard deviation for 𝑁(0, 1), it follows that 16% of the 

area for any Normal distribution, 𝑁(𝜇, 𝜎2) lies to the right of one 

standard deviation; ie 𝜎 (as shown in (1)).  

[A potential source of confusion here is the fact that 1 is the size 

of one standard deviation for 𝑁(0, 1). Thus, for example, 

𝑃(𝑍 > 1.645) = 0.05 could be written as 

𝑃(𝑍 > 0 + (1.645)(1)) = 0.05   

and  𝑃(𝑋 > 𝜇 + 1.645𝜎) = 0.05 , where 𝑋~𝑁(𝜇, 𝜎2). ] 

 

(7) Example  

If 𝑃(𝑋 < 90) = 0.4  and 𝑃(𝑋 > 120) = 0.2, find 𝜇 and 𝜎, given 

that  𝑋~𝑁(𝜇, 𝜎2)  

Solution 

𝑃(𝑋 < 90) = 𝑃(
𝑋−𝜇

𝜎
<

90−𝜇

𝜎
)  

So 𝑃(𝑍 <
90−𝜇

𝜎
) = 0.4   ; ie left-hand tail of 40% 

⇒ 𝑃 (𝑍 < − (
90−𝜇

𝜎
)) = 0.6    

[where we expect  − (
90−𝜇

𝜎
) to be positive] 

⇒ 
−(90−𝜇)

𝜎
= 𝛷−1(0.6) = 0.2533     (1) 

 

𝑃(𝑋 > 120) = 𝑃(
𝑋−𝜇

𝜎
>

120−𝜇

𝜎
)  

So 𝑃(𝑍 >  
120−𝜇

𝜎
) = 0.2   ; ie right-hand tail of 20% 
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⇒ 𝑃(𝑍 <
120−𝜇

𝜎
) = 0.8 

⇒ 
120−𝜇

𝜎
= 𝛷−1(0.8) = 0.8416     (2) 

and  
−(90−𝜇)

𝜎
= 0.2533     (1) 

Solving (1) & (2) ⇒  
120−𝜇

𝜇−90
=

0.8416

0.2533
= 3.3225 

⇒ 120 − 𝜇 = 3.3225𝜇 − 299.025  

⇒ 𝜇 =  
120+299.025

3.3225+1
= 96.940 = 96.9 (3𝑠𝑓) 

(1) ⇒ 𝜎 =
96.940−90

0.2533
= 27.398 = 27.4 (3𝑠𝑓) 

 

A reasonableness check can be made, by marking in one standard 

deviation either side of the mean (at the point of inflexion). Also, 

we know that roughly 16% of the area lies to the right of the 1 

standard deviation point. 
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Appendix: Normal tables 

 

(see below for magnified version of LHS)  
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