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Numerical Solution of Equations - Newton-Raphson Method 
(4 pages; 22/10/18) 

 

 

 

(1)  𝑓′(𝑥0) = 𝑡𝑎𝑛𝜃 =  
𝑓(𝑥0)

𝑥0−𝑥1
 ,  

so that  𝑥1 =  𝑥0 − (𝑥0 − 𝑥1) =  𝑥0 −
𝑓(𝑥0)

𝑓′(𝑥0)
 

 

(2) A calculator can be used to find the root of 

𝑥3 − 𝑥 − 1 = 0, with 𝑥0 = 1.5 

𝑥1 =  𝑥0 −
𝑓(𝑥0)

𝑓′(𝑥0)
           𝑓′(𝑥) = 3𝑥2 − 1 

Type in the following: 

1.5 =    

𝐴𝑛𝑠 − (𝐴𝑛𝑠3 − 𝐴𝑛𝑠 − 1) ÷ (3𝐴𝑛𝑠2 − 1)  
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= [repeatedly] 

This produces: 

𝑥0 = 1.5  

𝑥1 = 1.34783  

𝑥2 = 1.32520  

𝑥3 = 1.32472  

𝑥4 = 1.32472  

 

(3) The Newton-Raphson method breaks down if: 

(a) 𝑓′(𝑥0) = 0; ie at a stationary point 

(b) 𝑓′(𝑥0) is close to 0 and causes 𝑥1 to be in another region (e.g. 

nearer another root, or where 𝑓(𝑥) isn't defined) 

Example: 𝑓(𝑥) = 𝑥3 − 𝑥 − 1; 𝑓′(𝑥) = 3𝑥2 − 1    

𝑓′(𝑥) = 0 ⇒ 𝑥 =
1

√3
= 0.57735 (5sf) 
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The above table shows that the closer 𝑥0 is to the stationary point, 

the longer the method takes to converge; with no convergence at 

all at the stationary point itself. 

 

(4) The Newton Raphson formula can be written in the form 

𝑥𝑛+1 = 𝑔(𝑥𝑛), where 𝑔′(𝛼) = 0 (and 𝛼 is the relevant solution of  

𝑓(𝑥) = 0). 

This means that the Newton Raphson method is a special case of 

the Fixed Point method, with 2nd order convergence (assuming 

that the method doesn't break down); i.e.  𝑒𝑛+1 ≈ 𝑘(𝑒𝑛)2 (where  

𝑒𝑛 = 𝑥𝑛 − 𝛼) [see "Fixed Point method"]. 

Proof:    𝑥𝑥+1 = 𝑥𝑛 −
𝑓(𝑥𝑛)

𝑓′(𝑥𝑛)
  



  fmng.uk 

4 
 

Writing  𝑔(𝑥) = 𝑥 −
𝑓(𝑥)

𝑓′(𝑥) 
, 

𝑔′(𝑥) = 1 −
𝑓′(𝑥)𝑓′(𝑥)−𝑓(𝑥)𝑓′′(𝑥)

(𝑓′(𝑥))
2   

Then, as 𝑓(𝛼) = 0, 𝑔′(𝛼) = 1 −
(𝑓′(𝛼))

2

(𝑓′(𝛼))
2 = 0 

 

 


